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The Use of Machine Learning to Predict Diesel Fuel Consumption 

in Road Vehicles

Artur Budzyński, Aleksander Sładkowski

Abstract The article is devoted to the issues of using machine learning methods 
with the scikit-learn library to predict diesel fuel consumption for trucks. Its main 
goal was to find a solution that allows predicting the fuel consumption of a truck 
with the least error. The data for the study was collected using the GPS tracking 
system of a small transport company from Poland. The problem of data adaptation 
for analysis was presented. 13 different forecasting models were evaluated on 
three success indicators. Finally, the models became available on the git-hub 
platform, which each user can use to predict fuel consumption in their fleet.
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INTRODUCTION

Fuel consumption is one of the main cost items in the operation of road transport. 
For every transport company, actions to optimize fuel consumption are essential. 
This is dictated by both environmental and economic factors.

For example, in the article [1], models for predicting fuel consumption based on data 
from a smartphone and an onboard diagnostic (OBD) system in a taxi were proposed. 
Models of neural networks, backpropagation errors, carrier vector regression, and 
random forests were used. The inputs were: average speed, average acceleration, 
average deceleration, percentage of acceleration time, percentage of deceleration 
time. The random forest model turned out to be the best.

Artificial neural networks are used relatively often to predict fuel consumption in 
vehicles of energy companies, for example, [2]. At the same time, the following is 
analyzed: maintenance that excludes downtime, periodic service and installation 
supervision. For the analysis in the network, the following data are entered, among 
other things: the number of cylinders of the car engine, engine displacement, number 
of valves, vehicle model and weight.

Scientists from Turkey have built 3 models to predict instantaneous and total fuel 
consumption. To do this, they used multiple linear regression, an artificial neural 
network, and a support vector machine. The type of fuel, the working volume of 
the cylinder, the frontal surface of the car, the mass of the car, the distance, and the 
average speed were used as the initial data. Support vector machine turned out to 
be the best forecasting tool [3].

Canadian scientists decided to build prediction models based on large data sets. The 
input data included: car segment, model, year, gearbox type, engine volume, driving 
time and distance. They used a carrier vector regression model and artificial neural 
networks, which proved to be better [4].

After analyzing the literature, we can conclude that individual projects are focused 
either on the vehicle and its characteristics, or on the driver and his driving style. 
Information about how often each of the variables from the projects from the above 
literature appeared is shown in Fig. 1. In the article, both types of data were taken 
into account in the modeling. The data for the analysis comes from a small transport 
company in southern Poland that uses the Lontex system to monitor its vehicles. The 
data is uploaded in the form of daily vehicle mileage reports. The surveyed vehicle 
fleet consists of 8 trucks (set: a tractor with a semitrailer). The analyzed data refers 
to the period from the beginning of May 2019 to the end of May 2020. This includes 
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1797 cases where the daily mileage for a given vehicle was non-zero. The aim of this 
article is to investigate whether the models from the scikit-learn libraries are useful 
for predicting the fuel consumption of trucks.

Figure 1. Input variables in the analyzed literature

When analyzing the literature, no example of shared knowledge was found on how 
to build a machine learning model step by step so that you can repeat the experiment 
and implement it in the company. In this work, it was decided to make available the 
code written during the analyzes. It is assumed that this is a phenomenon beneficial 
for entrepreneurs, especially small ones. The argument is that keeping an analyst 
full-time for such a company is too much of an expense. An analyst who is a machine 
learning specialist is especially expensive.

A Jupyter Notebook [5] was used to perform the tests. This is a tool that allows you to 
write code and comment on it in your browser. It is convenient for managing ongoing 
projects and documents. It also allows you to freely share the code referred to in the 
publication. The Python programming language was used during the calculations. It 
is a language used successfully for scientific calculations and reflection. It is attractive 
for exploratory data analysis and for the development of algorithms. There are 
many useful libraries for Python [6]. One of them is Scikit-Learn, which allows the 
implementation of many machine learning algorithms [7]. The Pandas library was 
also used for analyzes, which facilitates working with data sets [8]. The NumPy library 
was also used, which allows many numerical calculations in Python and is an open 
access software [9]. The survey data is collected by the GPS vehicle tracking system. 
A comprehensive library for creating static, animated, and interactive visualizations 
in Python named Matplotlib was used for data visualization [10].
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PREPARATION OF DATA FOR RESEARCH

The data for the study is taken from the Lontex monitoring fleet management system. 
The lines with zero kilometers have been deleted. Based on the date, new features 
were created by specifying separately: year, month, day of the week. Vehicle mileage 
data in the Lontex system is stored intermittently. It is visually convenient when a 
person is looking at the table. However, it is not good for the machine and it needs to 
be changed. Using the code, the gaps were removed and the variable type changed 
to be useful for the model. The model diagram is shown in Fig. 2.

Missing data was supplemented with the mean value of a given feature based on 
existing data; it is common practice. In this case, it was considered better than filling 
the gaps with a value of 0 or -1. Data for the test for the period from the beginning 
of May 2020 to the end of May 2021. The training data is 70 %, the test data is 30 %, 
which corresponds to 1257 training and 540 test cases.

SUCCESS METRICS

3 success metrics were selected to assess the quality of the models. Calculating them 
will allow you to compare individual models with each other. The first is MSE (mean 
square error), this is the difference of sums of squares. The lower the value, the 
better the model performs. The pattern is shown below.

Figure 2. Variables for prediction model
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        (1)

where:  – predicted value of the dependent variable; yt – actual value of the 
dependent variable.

The second metric is RMSE (root mean square error), i.e., the root of MSE, and R2, 
i.e., the coefficient of determination. It illustrates errors better than MSE. The lower 
the value, the better the model performs. The pattern is shown below.

         (2)

The last metric is the coefficient of determination R2. It ranges from 0 to 1. The 
formula is presented below.

       (3)

where  – mean value of the dependent variable.

PREDICTIONS USING VARIOUS MODELS

13 regression models were selected: 2 classical linear regression, 7 regression with 
the selection of variables, 2 Bayess regressors, 1 outlier regressor, 1 generalized 
regression. The formula for the generalized linear model is shown below:

      (4)

where:  – forecasted value; w0 – regression coefficient for an absolute term; w1,, 
…,wp – regression coefficients; x1,, … , xp – variables.

LinearRegression

LinearRegression is a linear regression model. A linear model with coefficients adapts 
to minimize the residual sum of squares between the observed target values in the 
data set and the target values predicted by the linear approximation. The problem is 
described mathematically by the pattern:

        (5)

where: w – (w1 , … ,wp) – coefficient; y – output variable.
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The calculated metrics during training are shown below, and the model predictions 
during testing are shown in Fig. 3.

MSE: 560,67; RMSE: 23,68; R2: 0,85

Figure 3. Predictions with model LinearRegression

Similar figures could be presented for each calculation method (each model).

RidgeRegression

RidgeRegression is also a linear regression model. It solves some of the problems 
of ordinary least squares by imposing a penalty on the size of the coefficients. The 
formula below describes the problem to be solved and the calculated metrics. Model 
predictions when testing in Fig. 4.

       (6)

where α - complexity parameter.

MSE: 560,68; RMSE: 23,68; R2: 0,85

ElasticNet

It is a linear regression model with two regulations of the norms of coefficients. This 
allows you to learn a rare model in, which few weights are non-zero as in the case of 
the Lasso. The formula below describes the problem to be solved and the calculated 
metrics. The model predictions during testing are shown in Fig. 5.

    (7)
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where ρ - l1_ratio.

MSE: 580,56; RMSE: 24,09; R2: 0,85

Lars

Least-angle regression is a regression algorithm for high-dimensional data. At each 
step, the algorithm finds the function that most correlates with the goal. If there is a 
situation where there are many features with equal correlation, it does not continue 
along the same feature but runs in an equilateral direction between these features. 
The calculated metrics are shown below. The model predictions during testing are 
shown in Fig. 6.

MSE: 563,33; RMSE: 23,73; R2: 0,85

Lasso

Lasso is a linear model that estimates rare coefficients. This is useful in some contexts 
because it tends to prefer solutions with fewer non-zero coefficients, effectively 
reducing the number of features on, which a given solution depends. The calculated 
metrics are shown below. The model predictions during testing are shown in Fig. 7.

MSE: 578,64; RMSE: 24,06; R2: 0,85

LassoLars

It is a Lasso model with an implemented Lars algorithm. The calculated metrics are 
shown below. The model predictions during testing are shown in Fig. 8.

MSE: 2062,24; RMSE: 45,41; R2: 0,46

LassoLarsIC

It is a Lasso model with an implemented Lars algorithm. It uses BIC and AIC for this. 
BIC is a Bayessian evaluation criterion. AIC is the Akaike evaluation criterion. The 
calculated metrics are shown below. The model predictions during testing are shown 
in Fig. 9.

MSE: 567,87; RMSE: 23,83; R2: 0,85

OrthogonalMatchingPursuit (OMP)
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Orthogonal Matching Pursuit (OMP) implements the OMP algorithm to approximate 
the fits of a linear model with a limited number of non-zero elements. If this number 
is not specified then the default value of 10 % of the features is used.

   (8)

where nnonzero\_coefs – restriction of non-zero elements.

This model predictions during testing are shown in Fig. 10.

MSE: 716,03; RMSE: 26,76; R2: 0,81

OrthogonalMatchingPursuitCV

It is an OMP algorithm with cross validation. The calculated metrics are shown below. 
The model predictions during testing are shown in Fig. 11.

MSE: 605,12; RMSE: 24,60; R2: 0,84

BayesianRidge

Bayesian techniques can be used to include regularization parameters in the 
estimation procedure. The regularization parameter shall be fine-tuned to the 
available data. BayesianRidge estimates the probabilistic model of the regression 
problem. The predictions during testing are shown in Fig. 12.

       (9)

where: p – predictive distribution; λ – regularization parameter; Ip – identity matrix 
M × M.

MSE: 585,76; RMSE: 24,20; R2: 0,85

ARDRegression

ADR (Automatic Relevance Determination) is very similar to BayesianRidge but can 
lead to rarer ratios.

       (10)

where A = λ = {λ1 , … , λp } – diagonal matrix.
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MSE: 716,05; RMSE: 26,76; R2: 0,81

RANSACRegressor

The RANSAC model (RANdom Sample Consensus) is an iterative algorithm for the 
reliable estimation of parameters from a subset of intermediate data from a complete 
dataset. The calculated metrics are shown below.

MSE: 704,72; RMSE: 26,55; R2: 0,81

TweedieRegressor

This model is used for analyzing various GLM (Generalized Linear Regression) models. 
The calculated metrics are shown below.

MSE: 936,21; RMSE: 30,60; R2: 0,75

Summary of training and testing

Thirteen models were trained and tested in the work. 3 success metrics were 
calculated for each: MSE, RMSE, and R2. A breakdown of the models according to 
the RMSE metric is shown in Fig. 4. The MSE metrics are not plotted as they are 
simply squared RMSE values. The RMSE metric was found to better visualize the 
results than the MSE. The summary of the R2 metric is shown in Fig. 5.

VALIDATION

For the validation process, data was collected from the Lontex vehicle tracking 
system. The data comes from the same company. The time range covers the entire 
month of June 2021. In summary, the conditions are the same as for testing.
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The new thing is that the data on new data reflects the conditions in, which the model 
is to be implemented and operated, i.e., predict fuel consumption in the future. Figs. 
6 and 7 show the RMSE and R2 metrics of all tested models. The RMSE metric is 
simply the root of the MSE metric. It was considered sufficient to plot one of them, 
i.e., RMSE, as the one that better visually presents the results. The LARS was the 
best performing model. The LassoLars model was the weakest. There are also visible 

Figure 4. Testing with metric RMSE
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differences between the values obtained during testing and validation. This is an 
argument for validating after testing is complete. This is valuable and answers the 
question of how the model deals with completely new data under real conditions 
when deployed.

Figure 5. Testing with metric R2 (hereinafter column colors 
match the description in the previous figure)
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Figure 6. Validation with metric RMSE

Figure 7. Validation with metric R2
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IMPLEMENTATION

At the beginning of the article, the subject of the software language, tool and 
software was discussed. Creating the right environment to do such a project on your 
own is quite a complicated process. The solution to this problem is to use the ready-
made Anaconda package [12].

It should be downloaded from the manufacturer's website. The software is 
available for the most popular operating systems: Windows, Linux and MacOs. After 
downloading, we have access to Jupyter Notebook, which is a very convenient tool 
for programming in Python. All necessary libraries are also configured: Scikit-Learn, 
Pandas and NumPy.

The next step is to create your own "csv" file that will be used to train the models.

Then download the ready code from the project website [14] and run it on your 
computer in Jupyter Notebook. In case of problems with implementation, you 
can use the "Step by Step" guide also available on the project website [14]. There, 
each of the steps above is presented with a detailed description of each click and a 
visualization of what it looks like in Windows. The tutorial is adapted to a person who 
had no contact with programming before.

CONCLUSIONS

Machine learning can be used to predict fuel consumption in heavy goods vehicles. 
Many variables affect fuel consumption. These are the variables related to the driver, 
his driving style, the vehicle and its properties, and the connection route with the 
specification of the goods transported. One of the goals of this article is to increase 
machine learning deployment possibilities for the road haulage business. This is 
in line with the strategies of research and government units aimed at the widest 
possible use of artificial intelligence in the economy by generating positive value. 
The Lars was the model that performed best during the research. LassoLars was the 
weakest.

GitHub allows you to make your code available to a wide audience. This is beneficial 
for improving collaboration and learning [13]. The code from testing, validation and all 
saved models were made available on the GitHub platform to enable implementations 
[14]. Using the information contained in this publication and the provided code, you 
can make a prediction or build your own machine learning model. Using the provided 
code, it can be done by a person who does not have much experience with machine 
learning and programming in Python. It is assumed that the use of machine learning 



Artur Budzyński, Aleksander Sładkowski
The Use of Machine Learning to Predict Diesel Fuel Consumption in Road Vehicles 220 

will allow fleet managers to increase awareness of the dependencies affecting fuel 
consumption. This knowledge can help you make better fuel-saving decisions. This 
effect is beneficial for economic and environmental reasons, both for the enterprise 
and for the state economy as a whole.
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