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Participant-Level Injury Outcome Prediction 
in Road Traffic Incidents Using Machine 

Learning: A Case Study in Poland 

Artur Budzyński1(B) and Aleksander Sładkowski2 

1 Krakow University of Economics, Rakowiecka 27, 31-510 Kraków, Poland 
abudzyns@uek.krakow.pl 

2 Silesian University of Technology, Krasiński 8, Katowice, Poland 

Abstract. This study investigates the application of supervised machine learn-
ing methods for predicting injury outcomes among participants involved in road 
traffic incidents. The analysis is based on detailed participant-level data collected 
in Poland between 2015 and 2022, covering over six million records. The dataset 
includes individual and incident-related characteristics, such as participant role, 
gender, driving license status, legal responsibility, and area type. A multi-class 
classification framework was developed to predict the injury status of participants, 
categorized as no injury, light injury, severe injury, or fatality. Three machine learn-
ing models - Random Forest, XGBoost, and LightGBM - were implemented and 
evaluated in terms of predictive performance. In addition, an analysis of feature 
importance was conducted to identify the most influential factors contributing to 
injury severity. The results demonstrated that ensemble learning models, particu-
larly XGBoost, achieved the highest predictive performance. Participant role and 
legal responsibility were identified as the most critical factors influencing injury 
outcomes. The findings confirm the potential of machine learning techniques to 
improve the understanding of individual-level determinants of injury severity and 
to support data-driven road safety policies. 

Keywords: Road Traffic Incidents · Injury Severity Prediction · 
Participant-Level Data · Supervised Machine Learning · Ensemble Learning · 
Feature Importance · Predictive Modelling · Road Safety · Poland 

1 Introduction 

Road traffic incidents are a major public safety concern, often resulting in injuries or 
fatalities and generating significant social and economic costs. Numerous studies have 
examined the factors influencing the severity of road traffic incidents, primarily focus-
ing on incident-level characteristics such as roadway conditions, weather, and vehicle 
attributes. Early research in this area predominantly employed statistical modelling tech-
niques. For example, Abdel-Aty and Keller applied logistic regression models to analyse 
crash severity levels at signalized intersections [1], while Yamamoto and Shankar used 
bivariate ordered probit models to investigate injury severity outcomes in fixed-object 
collisions [2]. Xie et al. further extended this approach by employing Bayesian ordered 
probit models to account for uncertainty in injury severity analysis [3].
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In recent years, data-driven approaches based on machine learning techniques have 
gained increasing attention in road safety research. These methods offer greater flexibil-
ity in capturing complex, non-linear relationships between variables and do not require 
the strict statistical assumptions associated with traditional models. Chang and Chen 
demonstrated the effectiveness of tree-based models in analysing freeway accident sever-
ity [4]. Similarly, Zhang et al. applied various machine learning algorithms to investigate 
risk factors associated with traffic violations and injury severity in China [5]. Despite 
the growing popularity of such approaches, most prior studies have primarily focused 
on incident-level characteristics or environmental conditions, rather than on individual 
attributes of participants involved in traffic incidents. 

While previous research has provided valuable insights into the environmental 
and incident-related determinants of injury severity, relatively little attention has been 
devoted to the analysis of participant-level characteristics. Factors such as the role of 
the participant, driving experience, gender, or legal responsibility may have a signif-
icant impact on the severity of injuries sustained in road traffic incidents. However, 
limited research has explicitly examined these participant-level factors in injury severity 
analysis, highlighting the need for further investigation in this area. 

2 Problem Statement 

The primary objective of this study is to investigate the relationship between participant-
level characteristics and injury severity in road traffic incidents using machine learning 
techniques. Recent literature has demonstrated the effectiveness of various machine 
learning algorithms in predicting crash injury severity and highlighted their potential 
to improve road safety analysis [6]. The research presented in this paper focuses on 
analysing a dataset of incidents that occurred in Poland between 2015 and 2022, contain-
ing detailed information about the participants involved. The specific research problems 
addressed in this study are formulated as follows: 

1) Can machine learning classification models accurately predict the injury status of 
participants based on individual and incident-related features? 

2) Which participant-level and incident-related factors are the most influential in 
determining injury severity? 

3) To what extent does the role of a participant (e.g., driver, passenger, pedestrian) affect 
the likelihood of sustaining different levels of injury? 

4) How does the predictive performance differ across selected machine learning 
algorithms? 

To answer these questions, the study applies supervised machine learning classi-
fication models and evaluates their predictive performance using appropriate metrics. 
Furthermore, the analysis includes an assessment of feature importance and additional 
exploratory analyses to better understand the relationship between participants’ roles 
and injury outcomes.
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3 Methods 

The primary data source for this study is a dataset provided by the Polish Police. It con-
tains detailed information on participants involved in road traffic incidents that occurred 
in Poland between 2015 and 2022. The dataset was obtained directly from the inter-
nal databases of the Polish Police and is not publicly available. Access to the data was 
granted exclusively for the purpose of this research. In total, the dataset includes over six 
million records, covering incidents reported across all administrative regions of Poland 
during the specified period. 

The dataset consists of separate CSV files for each year between 2015 and 2022. 
Each annual file contains data exclusively about the participants involved in road traffic 
incidents reported in that particular year. All files share a consistent structure, enabling 
efficient consolidation and subsequent analysis across the entire study period. The CSV 
format was selected due to its simplicity, wide adoption, and suitability for systematic 
data analysis [7]. 

All annual CSV files were consolidated into a single dataset, resulting in over six 
million records in total. For efficient storage, faster loading times, and optimal perfor-
mance during data analysis, the combined dataset was saved in the Apache Parquet 
format, which provides columnar storage and built-in compression. The selection of the 
Parquet format was motivated by its superior performance characteristics and optimized 
analytical query capabilities, especially when handling large datasets [8]. 

The data preparation stage involved transforming two original features, Killed and 
Injured, into a single categorical feature named Injury_status. Initially, the Killed fea-
ture included three unique values: “Killed at scene”, “Killed within 30 days”, and “Un-
specified”. The Injured feature contained values: “Severely injured”, “Lightly injured”, 
and “Unspecified”. A custom Python function named determine_injury_status() was 
developed and applied conditional logic to each record, merging these two features into 
one with five mutually exclusive categories: “Killed at scene”, “Killed within 30 days”, 
“Severely injured”, “Lightly injured”, and “No injury”. The transformation was executed 
across the entire dataset using the apply() method, facilitated by the Pandas library, which 
provides efficient data manipulation capabilities for structured datasets [9, 10]. 

Data visualization methods were employed to facilitate exploratory analysis and 
clearly illustrate key patterns in the dataset. Specifically, categorical data distribution 
was visualized using bar plots. These visualizations were created utilizing the Python 
libraries Matplotlib and Seaborn. Matplotlib provides extensive functionality for gen-
erating publication-quality graphics in Python, supporting detailed customization of 
visual outputs [11]. Seaborn, built on top of Matplotlib, was employed due to its intu-
itive functions tailored specifically for statistical data visualization, enabling concise and 
informative graphical summaries [12].
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Before building the predictive model, the dataset underwent further preprocessing. 
The feature Accident_type was excluded from the analysis to prevent data leakage, 
as this feature directly describes the nature of the incident (collision or accident), and 
therefore strongly correlates with participant injury. All remaining categorical features 
were encoded using Label Encoding, transforming text-based categories into numerical 
values suitable for modelling [13]. The target variable, Injury_status, was also numer-
ically encoded. Subsequently, the dataset was randomly partitioned into training (70%) 
and testing (30%) subsets. Stratified sampling was used to ensure proportional represen-
tation of each injury category in both subsets, following best practices recommended in 
machine learning literature [14]. This preprocessing stage provided a robust basis for 
evaluating the predictive performance and generalization capability of the classification 
model. 

A Random Forest classifier [15] was selected for predictive modelling due to 
its ability to handle large datasets, manage nonlinear relationships, and provide 
robustness against overfitting. The model was initialized with 100 decision trees 
(n_estimators=100), each limited to a maximum depth of 15 (max_depth=15) to control 
complexity and computational efficiency. The parameter class_weight=‘balanced’ was 
applied to address class imbalance by automatically adjusting the weights of each class 
inversely proportional to their frequencies. Additionally, the model was trained using 
all available processor cores (n_jobs=−1) for computational efficiency, and the ran-
dom state parameter (random_state=42) was fixed to ensure reproducibility of results. 
The trained model was subsequently evaluated on the independent test set, and perfor-
mance metrics including accuracy, precision, recall, and F1-score, were computed and 
summarized using a classification report and confusion matrix [14]. 

The predictive performance of the classification model was evaluated using a con-
fusion matrix. A confusion matrix is a widely used visualization tool in classification 
problems, summarizing prediction outcomes by displaying the number of correct and 
incorrect predictions for each class in the dataset. The confusion matrix was computed 
by comparing the model’s predicted labels (y_pred) to the actual labels (y_test)  from  
the test dataset. The resulting matrix was visualized as a heatmap using the heatmap() 
function from the Seaborn library, with explicitly defined class labels to clearly identify 
each injury category on both axes. This visualization approach facilitates the intuitive 
interpretation of the classifier’s accuracy and helps identify specific classes that the 
model finds challenging to distinguish correctly [16]. 

To select the optimal predictive model, three widely-used classification algorithms 
were compared: Random Forest, XGBoost, and LightGBM. The Random Forest clas-
sifier was previously described. XGBoost [17] and LightGBM [18] are both ensemble-
based algorithms utilizing gradient boosting techniques, which iteratively build decision 
trees to minimize prediction error by focusing on misclassified instances from previous 
iterations. Each model was initialized with consistent parameters: 100 decision trees 
(n_estimators=100) and a maximum depth of 15 (max_depth=15). Random states were 
fixed (random_state=42) to ensure reproducibility, and class imbalance was addressed 
by setting the class_weight=‘balanced’ parameter in Random Forest and LightGBM.
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Model performance was evaluated using three metrics: accuracy, macro-average 
F1-score, and weighted-average F1-score. Accuracy measures the overall proportion of 
correctly classified observations but can be misleading in datasets with significant class 
imbalance, as previously discussed. Therefore, the F1-score, defined as the harmonic 
mean of precision and recall, was also used to obtain a balanced measure of model 
performance. Specifically, the macro-average F1-score calculates the metric indepen-
dently for each class and then averages these values equally, giving more importance 
to minority classes. In contrast, the weighted-average F1-score computes class-specific 
F1-scores and averages them weighted by class frequency, thus emphasizing the domi-
nant classes in imbalanced datasets [19]. Finally, the results of the comparative analysis 
were visualized using Matplotlib and Seaborn libraries, facilitating clear interpretation 
of performance differences across evaluated models. 

The relative importance of individual features was determined using the feature 
importance functionality implemented in the XGBoost algorithm. The importance score 
for each feature was calculated based on the gain criterion, which measures the average 
improvement in the model’s predictive accuracy brought by a feature when used to split a 
decision node. Specifically, the gain reflects the reduction in the loss function achieved by 
including the feature in the tree-building process. The overall importance score assigned 
to each feature is the sum of gain values across all trees in the ensemble, normalized so 
that the total importance across all features equals one (gain-based feature importance). 
This approach enables the identification of variables that most significantly contribute 
to the predictive performance of the model. 

To investigate the relationship between participants’ roles and injury severity, a 
bivariate analysis was performed using cross-tabulation. Two contingency tables were 
constructed: the first captured the distribution of injury status within each participant 
type, while the second reflected the distribution of participant types within each injury 
severity category. Both tables were normalized to express the results as relative frequen-
cies, facilitating interpretation of proportional differences. This analytical approach is 
commonly used in categorical data analysis to explore potential associations between 
variables [20]. The normalized tables were subsequently visualized using heatmaps to 
provide a clear and interpretable graphical representation of the observed patterns. 

All data preprocessing, exploratory analysis, feature engineering, model training, and 
evaluation were conducted using the Python programming language within a JupyterLab 
environment. JupyterLab is an interactive development environment designed for repro-
ducible computational workflows, integrating code, narrative text, and visual outputs in 
a single document [21]. 

To ensure full transparency and reproducibility of the analytical process, the complete 
Jupyter notebook used in this study has been made publicly available on GitHub. GitHub 
is a widely adopted platform that facilitates collaborative development, version control, 
and open dissemination of scientific code [22]. The notebook includes all steps of data 
processing, model implementation, and visualization described in this paper. Due to data 
privacy restrictions, the dataset itself is not included in the repository. The notebook is 
available at [23].
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4 Results 

Figure 1 illustrates the distribution of participants’ injury status based on road traffic 
incidents reported in Poland between 2015 and 2022. The vast majority of participants 
(over 6 million) did not sustain any injury. Among the injured, the number of lightly 
injured participants was significantly higher than severely injured ones. Fatalities were 
notably fewer, with participants killed at the scene slightly more numerous than those 
who succumbed to their injuries within 30 days after the incident. 

Fig. 1. Distribution of injury status among participants (2015–2022) 

Figure 2 presents the confusion matrix illustrating the performance of the Random 
Forest classifier in predicting participants’ injury status. The diagonal values indicate cor-
rectly classified observations, while off-diagonal values represent misclassifications. The 
model demonstrated exceptional accuracy in predicting the No injury category, correctly 
classifying a vast majority of these instances. However, the classifier faced significant 
challenges in accurately predicting minority classes, particularly those involving fatali-
ties (Killed at scene, Killed within 30 days) and severe injuries (Severely injured). The 
relatively high number of misclassifications among these critical categories highlights 
the inherent difficulty of accurately predicting rare yet significant injury outcomes. This 
imbalance suggests further exploration into more specialized modeling techniques or 
additional balancing strategies to improve predictive performance for minority classes.
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Fig. 2. Confusion matrix for injury status prediction 

Figure 3 presents a comparative analysis of the classification models: Random For-
est, XGBoost, and LightGBM. The evaluation was based on three performance met-
rics: accuracy, macro-average F1-score, and weighted-average F1-score. The XGBoost 
classifier achieved the highest accuracy (0.96) and weighted F1-score (0.96), clearly 
outperforming the other models. Additionally, XGBoost obtained the highest macro-
average F1-score (0.40), indicating better classification performance across all injury 
categories, including minority classes. The Random Forest model yielded lower scores, 
with an accuracy of 0.91 and macro-average F1-score of 0.34, while the LightGBM 
model demonstrated the weakest performance among the three classifiers. These results 
confirm the superior predictive capacity of XGBoost in the analysed dataset. 

Fig. 3. Comparison of classification models
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Figure 4 presents the ranking of the fifteen most important features identified by the 
XGBoost classifier. The feature importance was determined based on the contribution 
of each variable to the model’s predictive performance. The analysis revealed that the 
variable Participant_type had by far the highest importance score (0.70), indicating 
its dominant role in predicting participants’ injury status. Other features, such as Driv-
ing_license_status (0.06) and Legal_decision (0.03), also demonstrated some predic-
tive relevance, albeit substantially lower. The remaining features contributed marginally 
to the model’s decisions. These results suggest that the type of participant involved in the 
incident is the most influential factor in determining injury severity, while the predictive 
value of other attributes is comparatively limited. 

Fig. 4. Top 15 most important features (XGBoost) 

A clear association was observed between participants’ roles in road traffic incidents 
and the severity of their injuries. The distribution of injury outcomes, presented in Fig. 5, 
indicates that drivers and individuals with an unknown participant type were the least 
affected, with the vast majority (97% and 100%, respectively) classified as uninjured. 
In contrast, passengers and pedestrians exhibited a substantially higher risk of injury. 
Among passengers, 66% sustained light injuries and 22% were severely injured. Pedes-
trians demonstrated the most unfavorable distribution, with nearly half (49%) of cases 
involving injuries, including 17% classified as severe. Although fatalities were relatively 
rare, they were more likely to occur among pedestrians and passengers. These findings 
confirm the strong relationship between participant type and injury severity, consistent 
with the results of the feature importance analysis.
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Fig. 5. Distribution of injury status by participant type 

An additional analysis was conducted to examine the composition of participant types 
within each injury severity category. The results, Fig. 6, reveal substantial differences in 
the distribution of participant roles across injury outcomes. Uninjured participants were 
predominantly drivers, who accounted for 86% of cases in this category. Conversely, the 
majority of fatalities occurred among pedestrians and passengers. Specifically, pedestri-
ans represented 51% of participants killed at the scene and 43% of those who died within 
30 days of the incident. Passengers also constituted a considerable proportion of fatalities 
and severe injuries. The category of light injuries was dominated by passengers, who 
accounted for 67% of cases, followed by pedestrians. These findings further emphasize 
the disproportionate vulnerability of pedestrians and passengers in road traffic incidents 
compared to drivers. 

Fig. 6. Distribution of participant type by injury status
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5 Discussion and Conclusions 

The results of this study demonstrate the effectiveness of machine learning methods in 
predicting injury severity among participants involved in road traffic incidents. Among 
the evaluated models, XGBoost achieved the highest predictive performance across all 
considered metrics, including accuracy, macro-average F1-score, and weighted-average 
F1-score. This finding aligns with recent research indicating the superior performance 
of XGBoost in traffic crash severity prediction tasks. For instance, a study by Jiang et al. 
developed an improved XGBoost model to predict injury severity, achieving notable 
accuracy improvements over traditional models [24]. Such models are capable of han-
dling complex, non-linear relationships between variables and addressing the challenges 
posed by imbalanced datasets, which are common in injury severity analysis. 

The analysis of feature importance revealed that the role of the participant was the 
most influential factor in determining injury severity. This observation is consistent with 
the exploratory analyses conducted in this study, which demonstrated substantial differ-
ences in injury outcomes depending on whether the participant was a driver, passenger, 
or pedestrian. Participants classified as pedestrians were particularly vulnerable, with a 
significantly higher likelihood of sustaining severe injuries or fatalities. Passengers also 
exhibited an increased risk of injury compared to drivers, reflecting their passive role 
in the incident and limited ability to react or avoid danger. Previous studies have high-
lighted this increased vulnerability among passengers in various traffic scenarios [13]. In 
addition to participant roles, other individual-level and incident-related variables, such 
as legal responsibility, driving license status, and area type, were found to moderately 
influence injury outcomes. These findings confirm the relevance of participant-specific 
information in injury severity prediction and highlight the importance of considering 
individual characteristics in road safety analyses. 

Despite the overall high predictive accuracy of the developed models, the analy-
sis identified persistent challenges in correctly classifying minority classes, particularly 
fatalities and severe injuries. The confusion matrix revealed that most misclassifica-
tions occurred in these categories, primarily due to the class imbalance inherent in 
the dataset. This limitation is commonly observed in classification tasks involving rare 
but critical outcomes and reflects the well-known difficulties associated with learning 
from imbalanced data. Further research should explore advanced resampling techniques, 
alternative modelling approaches, or the inclusion of additional explanatory variables to 
improve the predictive performance for minority classes. Moreover, the availability of 
more comprehensive participant-level data, including behavioural and contextual fac-
tors, could enhance the understanding of the underlying determinants of injury severity. 
Previous studies have demonstrated that such variables may significantly improve the 
accuracy of injury severity prediction models. The findings of this study may support 
policymakers and road safety authorities in developing targeted preventive measures 
based on individual-level risk factors.
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